NOTE ON SCHWARZ-PICK ESTIMATES FOR BOUNDED AND POSITIVE REAL PART ANALYTIC FUNCTIONS

SHAOYU DAI AND YIFEI PAN

Dedicated to Professor Hu Ke on the occasion of his eighty-sixth birthday

1. Introduction

Let $D$ be the unit disk in $\mathbb{C}$. If $\varphi(z)$ is a analytic function in $D$, and $|\varphi(z)| < 1$ for each $z \in D$, the Schwarz inequality is

$$|\varphi'(z)| \leq \frac{(1 - |\varphi(z)|^2)}{(1 - |z|^2)}.$$ 

In this paper we obtain an estimate of higher order derivatives for bounded analytic functions and functions with positive real part.

**Theorem 1.1.** Let $\varphi(z)$ be an analytic function in $D$ and $|\varphi(z)| < 1$ for each $z \in D$. Then

$$|\varphi^{(n)}(z)| \leq \frac{n!(1 - |\varphi(z)|^2)^2}{(1 - |z|^2)^n}(1 + |z|)^{n-1}.$$ 

By the same method, we can prove a version of Theorem 1.1 for analytic functions with positive real parts.

**Theorem 1.2.** Let $f(z)$ be an analytic function in $D$ and $\Re f(z) > 0$ for each $z \in D$. Then

$$|f^{(n)}(z)| \leq \frac{2n!\Re f(z)}{(1 - |z|^2)^n}(1 + |z|)^{n-1}.$$ 

The following result shows that the inequality in Theorem 1.2 is asymptotically sharp for each boundary point of the unit disk. On the other hand we don’t know if this is true for Theorem 1.1.

**Theorem 1.3.** Let $f(z)$ be an analytic function in $D$ and $\Re f(z) > 0$ for each $z \in D$. Let $r = |z|$, $z = re^{i\theta}$. Then for each $\theta$,

$$\lim_{r \to 1}(1 - r)^{n+1}|f^{(n)}(z)| = \frac{2n!\Re f(z)}{(1 + |z|)^n}.$$ 

We would like to point out that Theorem 1.1 gives an explicit bound of Theorem 1 in [1] or Theorem 3 in [2]. Here is a corollary to Theorem 1.1.
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Corollary 1.1. Let $\varphi(z)$ be an analytic self-map of $\mathbb{D}$. Then
\[
\sup_{z \in \mathbb{D}} \frac{|\varphi^{(n)}(z)|(1-|z|^2)^n}{1-|\varphi(z)|^2} \leq n!2^{n-1}.
\]

This result will give an explicit bound for Theorem 6 in [2] where $C_n$ can be taken as $(n+1)!2^{n+2}$. Here is the result.

Corollary 1.2. Let $\varphi(z)$ be an analytic self-map of $\mathbb{D}$. Let
\[
\tau_{\varphi,n}(z) = \frac{|\varphi^{(n)}(z)|(1-|z|^2)^n}{1-|\varphi(z)|^2}.
\]
Then $\tau_{\varphi,n}(z)$ is Lipschitz with respect to the pseudohyperbolic metric:
\[
|\tau_{\varphi,n}(z) - \tau_{\varphi,n}(w)| \leq (n+1)!2^{n+2}\rho(z,w)
\]
for any $z, w \in \mathbb{D}$, where $\rho$ is the pseudohyperbolic distance.

As pointed out in [2], this result has an application to closed-range composition operators on the Bloch space.

2. Proof of Theorem 1.1

The proof of Theorem 1.1 is based on the following Lemma, which should be well-known and for which we include a simple proof (see [4]).

Let $\mathcal{B}$ be the class of analytic functions $\varphi(z)$ in $\mathbb{D}$, and $|\varphi(z)| < 1$ for each $z \in \mathbb{D}$.

Lemma 2.1. Let $\varphi(z) \in \mathcal{B}$, and $\varphi(z) = \sum_{n=0}^{\infty} a_n z^n$. Then we have $|a_n| \leq 1 - |a_0|^2$ when $n \geq 1$.

Proof. Suppose $k \geq 1$ is an integer and let $\omega_j = e^{\frac{2\pi i}{k}j}$.

It is well-known that $\omega_1$ is a primitive root of unity and hence, $\sum_{j=1}^{k} \omega_j^s = 0$ if $s \leq k - 1$.

Let $f(z) = \frac{1}{k} \sum_{j=1}^{k} \varphi(\omega_j z)$. Then
\[
f(z) = a_0 + a_1 z^{k} + a_2 z^{2k} + ... + a_{nk} z^{nk} + ....
\]

Consider
\[
g(z) = \frac{f(z) - a_0}{1 - a_0 f(z)} = b_k z^k + o(z^k),
\]
where $b_k = \frac{a_k}{1-|a_0|^2}$ by a simple calculation. If $g(z) = \sum_{n=0}^{\infty} b_n z^n$, and $g(z) \in \mathcal{B}$, then by the Cauchy estimate $|b_k| \leq 1$. So we have $|a_n| \leq 1 - |a_0|^2$ when $n \geq 1$.

In the following we give the proof of Theorem 1.1.
Proof. If \( \varphi(z) \in B \), we consider

\[
F(z) = \varphi\left(\frac{z + \zeta}{1 + \zeta z}\right) = \sum_{v=0}^{\infty} c_v z^v \in B,
\]

where \( c_v \) depends on \( \zeta \). It follows that

\[
\varphi(z) = F\left(\frac{z - \zeta}{1 - \zeta z}\right) = \sum_{v=0}^{\infty} c_v \left(\frac{z - \zeta}{1 - \zeta z}\right)^v \in B
\]

When \( n \geq 1 \).

For a fixed \( v \), let \( f(z) = (z - \zeta)^v \) and \( g(z) = (1 - \frac{z}{\zeta})^{-v} \). Then the following facts are clear. If \( v = 0 \), \( \frac{d^n}{dz^n}(fg) = 0 \). If \( v \geq 1 \), then \( f^{(k)}(\zeta) = k! \), if \( k = v \). Otherwise \( f^{(k)}(\zeta) = 0 \).

Hence we need only compute \( g^{(n-v)}(\zeta) \), for \( n \geq v \). A simple computation shows that

\[
g^{(n-v)}(\zeta) = \zeta^{-v} v(v+1)...(n-1) \frac{(1 - |\zeta|^2)^n}{(1 - |\zeta|^2)^n - n!(n-1)!}.
\]

Thus, for \( v \geq 1 \), and \( n \geq v \)

\[
\frac{d^n}{dz^n}(fg)(\zeta) = \sum_{k=0}^{n} \binom{n}{k} f^{(k)}(\zeta) g^{(n-k)}(\zeta) = \binom{n}{v} v! g^{(n-v)}(\zeta).
\]

Otherwise, \( \frac{d^n}{dz^n}(fg)(\zeta) = 0 \).

Therefore,

\[
\varphi^{(n)}(\zeta) = \sum_{v=1}^{n} c_v \binom{n}{v} v! g^{(n-v)}(\zeta) = \sum_{v=1}^{n} c_v \frac{(\zeta)^{n-v}}{(1 - |\zeta|^2)^n} \frac{n!(n-1)!}{(n-v)!(v-1)!}.
\]

Note that \( c_0 = \varphi(\zeta) \), so by Lemma 2.1, we have when \( v \geq 1 \),

\[
|c_v| \leq 1 - |c_0|^2 = 1 - |\varphi(\zeta)|^2.
\]
Therefore,

\[
|\varphi^{(n)}(\zeta)| \leq \sum_{v=1}^{n} |c_v| \frac{|\zeta|^{n-v}}{(1-|\zeta|^2)^{n}} \frac{n!(n-1)!}{(n-v)!(v-1)!} 
\leq \frac{n!(1-|\varphi(\zeta)|^2)^n}{(1-|\zeta|^2)^{n}} \sum_{v=1}^{n} \frac{(n-1)!}{(n-v)!(v-1)!} |\zeta|^{n-v} 
= \frac{n!(1-|\varphi(\zeta)|^2)^n}{(1-|\zeta|^2)^{n}} \sum_{m=0}^{n-1} \frac{(n-1)!}{m!(n-m-1)!} |\zeta|^m 
= \frac{n!(1-|\varphi(\zeta)|^2)^n}{(1-|\zeta|^2)^{n}} \sum_{m=0}^{n-1} \binom{n-1}{m} |\zeta|^m 
= \frac{n!(1-|\varphi(\zeta)|^2)^n}{(1-|\zeta|^2)^{n}} (1+|\zeta|)^{n-1}.
\]

Then replacing \(\zeta\) by \(z\) gives the desired result.

In the following, we use the Mobius transformation \(f(z) = \frac{z+a}{1+az}\) to see how accurate the bound given in Theorem 1.1 is. When \(n = 1\), the equality holds in this case due to conformal invariance. But when \(n \geq 2\), the equality does not hold even at the origin. But the estimate is sharp approximately. By a calculation,

\[
|f^{(n)}(0)| = n!|a|^{n-1}(1-|a|^2).
\]

There is the factor \(|a|^{n-1}\) which occurs in the estimate. But we can see that when \(a \to 1\), the estimation of \(|f^{(n)}(0)|\) can be as good as one wants. It seems to be an interesting question: what is the best possible bound for Theorem 1.1?

### 3. Derivatives for Positive Real Part Analytic Functions

If \(f(z) = \sum_{n=0}^{\infty} c_n z^n\) with \(\Re f(z) > 0\) for each \(z \in \mathbb{D}\), then we can prove Theorem 1.2 by using the well-known inequality \(|c_n| \leq 2\Re c_0\) (see [3]) and the exact same technique in proving Theorem 1.1. We omit the details here.

The estimation of Theorem 1.2 turns out best possible. Below we give a simple example.

Let \(f(z) = \frac{1+z}{1-\zeta z}\). Obviously, \(f(z)\) is an analytic function and \(\Re f(z) > 0\). By a calculation, \(f^{(n)}(z) = \frac{2n!}{(1-z)^{n+1}}\). It follows

\[
|f^{(n)}(z)| = \frac{2n!}{|1-z|^{n+1}}.
\]

Therefore, when \(z = x\), where \(x\) is real number and \(0 \leq x \leq 1\), we have \(|f^{(n)}(x)| = \frac{2n!}{(1-x)^{n+1}}\).

On the other hand, by Theorem 1.3

\[
\frac{2n!|\Re f(x)|}{(1-|x|)^n |1+|x||} = \frac{2n!}{(1-|x|)^n 1+|x|} = \frac{2n!}{(1-x)^{n+1}}.
\]
Obviously, the equality in Theorem 1.1 holds when $z = x$.

From Theorem 1.3 we see that, if we let $r = |z|$, multiplying both sides of the estimates by $(1 - r)^n + 1$ and taking the limit as $r \to 1$ yields the equality. Namely, the estimation of Theorem 1.1 is asymptotically sharp for whole unit circle $|z| = 1$.

Now we give the proof of Theorem 1.3.

Proof. We prove the case of $f(0) = 1$ first.

Since $f(z)$ is an analytic function in $D$ with $\Re f(z) > 0$ for each $z \in D$, and $f(0) = 1$, then there is a unique positive Borel measure $\mu$ on $|z| = 1$, such that

$$f(z) = \int_{|\eta| = 1} \frac{1 + \eta z}{1 - \eta z} d\mu(\eta), \quad \int_{|\eta| = 1} d\mu(\eta) = 1 \quad (\text{see} \ [3]).$$

By a calculation,

$$f^{(n)}(z) = 2n! \int_{|\eta| = 1} \frac{\eta^n}{(1 - \eta z)^{n+1}} d\mu(\eta).$$

Let $z = re^{i\theta}$. Then

$$(1 - r)^n f^{(n)}(re^{i\theta}) = 2n! \int_{|\eta| = 1} \frac{\eta^n(1 - r)^{n+1}}{(1 - \eta z)^{n+1}} d\mu(\eta).$$

Consider $F_{\eta}(z) = \frac{(1 - r)^{n+1}}{(1 - \eta z)^{n+1}}$. Since $|z| < 1$, $|1 - \eta z| \geq 1 - |\eta z| = 1 - |z|$, then $|F_{\eta}(z)| \leq 1$. Also,

$$\lim_{r \to 1} F_{\eta}(z) = \begin{cases} 1 & \eta = e^{-i\theta}_0 \\ 0 & \eta \neq e^{-i\theta}_0. \end{cases}$$

Denote

$$F_0(e^{i\theta}_0) = \begin{cases} 1 & \eta = e^{-i\theta}_0 \\ 0 & \eta \neq e^{-i\theta}_0. \end{cases}$$

By the Lebesgue Dominated Convergence Theorem

$$\lim_{r \to 1} (1 - r)^n f^{(n)}(re^{i\theta}) = 2n! \int_{|\eta| = 1} \lim_{r \to 1} F_{\eta}(z) d\mu(\eta)$$

$$= 2n! \int_{|\eta| = 1} F_0(e^{i\theta}_0)\eta^n d\mu(\eta) = 2n! e^{-in\theta_0} \mu(\{e^{-i\theta_0}\}),$$

$$\lim_{r \to 1} (1 - r)^n |f^{(n)}(re^{i\theta})| = |\lim_{r \to 1} (1 - r)^n f^{(n)}(re^{i\theta})|$$

$$= |2n! e^{-in\theta_0} \mu(\{e^{-i\theta_0}\})| = 2n! \mu(\{e^{-i\theta_0}\}).$$

On the other hand, based on the estimation we have $|f^{(n)}(z)| \leq \frac{2n!\Re f(z)}{(1 - |z|)^n} \frac{1}{1 + |z|}$.

Multiplying $(1 - r)^n + 1$ to both sides above, it follows

$$(1 - r)^n |f^{(n)}(re^{i\theta})| \leq 2n! \frac{1 - r}{1 + r} \Re f(z).$$
Considering $\frac{1-r}{1+r} \Re f(z)$, we have
\[ \Re f(z) = \int_{|\eta|=1} \frac{1-|z|^2}{|1-\eta z|^2} d\mu(\eta). \]

By the Lebesgue Dominated Convergence Theorem
\[ \lim_{r \to 1} \frac{1-r}{1+r} \Re f(z) = \int_{|\eta|=1} \lim_{r \to 1} \frac{(1-r)^2}{|1-\eta z|^2} d\mu(\eta) = \mu(\{e^{-i\theta_0}\}). \]

So
\[ \lim_{r \to 1} 2n! \frac{1-r}{1+r} \Re f(z) = 2n! \mu(\{e^{-i\theta_0}\}). \]

Hence
\[ \lim_{r \to 1} (1-r)^{n+1} |f^{(n)}(z)| = \lim_{r \to 1} 2n! \frac{1-r}{1+r} \Re f(z). \]

Next we prove the case of $f(0) \neq 1$.
If $f(0) \neq 1$, then consider
\[ \tilde{f}(z) = f(z) - i \Im f(0) \frac{\Re f(0)}{\Re f(z)}. \]

By a calculation, $\Re \tilde{f}(z) = \frac{\Re f(z)}{\Re f(0)} > 0$, $\tilde{f}(0) = 1$. Hence based on the result of the case above, we have
\[ \lim_{r \to 1} (1-r)^{n+1} |\tilde{f}^{(n)}(z)| = \lim_{r \to 1} 2n! \frac{1-r}{1+r} \Re f(z). \]

On the other hand, $\tilde{f}^{(n)}(z) = \frac{f^{(n)}(z)}{\Re f(0)}$. So we can change (3.1) to
\[ \lim_{r \to 1} (1-r)^{n+1} \left| \frac{f^{(n)}(z)}{\Re f(0)} \right| = \lim_{r \to 1} 2n! \frac{1-r}{1+r} \Re f(z), \]

namely,
\[ \lim_{r \to 1} (1-r)^{n+1} |f^{(n)}(z)| = \lim_{r \to 1} 2n! \frac{1-r}{1+r} \Re f(z). \]

This completes the proof.
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