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Abstract—The information diffusion and the influence propagation in an online social network behave similar to the epidemic process and have been studied through the classic epidemiological models. The epidemic threshold is a fundamental metric for the epidemic process to determine the condition when an epidemic can either survive or die out in a network. The previous works have been focused on finding the epidemic threshold when both infection rates and recovery rates are homogeneous or studying the transient behavior of an epidemic when the infection rates are heterogeneous. In this work, we explore the effect of the heterogeneity in both infection rates and recovery rates on the epidemic threshold through both analysis and simulations. We discover that heterogeneous infection rates and heterogeneous recovery rates have the opposite impact on the epidemic threshold. Specifically, the heterogeneity in infection rates leads to a larger epidemic threshold than in the homogeneous case. Moreover, as the degree of the heterogeneity of infection rates gets higher, the epidemic threshold increases. On the other hand, the heterogeneity in recovery rates generates a smaller epidemic threshold than in the homogeneous case. Furthermore, the epidemic threshold decreases as the degree of the heterogeneity of recovery rates gets higher.

Index Terms—Epidemic thresholds, heterogeneous infection rates, heterogeneous recovery rates, Jensen's inequality.

I. INTRODUCTION

In an online social network (OSN), a piece of information, either benign (e.g., news or ideas) or malicious (e.g., rumors or misinformation), can spread from friends to friends or from post to post, in a similar way to the epidemic process. As a result, the information diffusion or the influence propagation in OSNs has been modeled through the classic epidemiological models [7], [10]. For example, the spread of influence was modeled using the popular independent cascade model [11], which is essentially the classic susceptible-infected-recovered (SIR) model [15], [6]. Moreover, the propagation of rumors and anti-rumors has been described by the susceptible-infected-cured (SIC) model [20]. Furthermore, the behavior of blog cascading was characterized by the well-known susceptible-infected-susceptible (SIS) model [13]. Therefore, it is of great importance to understand the fundamentals of the epidemic process in order to facilitate the spread of benign information and defend OSNs against the propagation of malicious information.

A fundamental metric of the epidemic spread is the epidemic threshold, which provides a condition on which an epidemic can either die out or survive in a network [22], [3], [9], [14], [4], [15]. Specifically, in the classic SIS model, the infection rate (or the birth rate) has been used to denote the degree of intensity that an infected node can compromise one of its susceptible neighbors, whereas the recovery rate (or the death rate) has been applied to reflect the ability that an infected node can be recovered to be susceptible. If the ratio between the infection rate and the recovery rate is greater than the epidemic threshold, the epidemic survives and can exist in the network for a long time; otherwise, if the ratio is less than the threshold, the epidemic will die out eventually. The epidemic threshold is similarly defined in other epidemiological models [15]. As a result, the epidemic threshold is an important metric to evaluate when an epidemic can survive in a network for a long period of time.

The epidemic threshold has been widely studied, especially based on the SIS model [22], [3], [9], [14], [4]. Wang, Chakrabarti, and their colleagues pointed out that the epidemic threshold is exactly the inverse of the largest eigenvalue of the adjacency matrix of the network [22], [3]. Ganesh et al. and Mieghem et al. further provided the theoretical deviation to this result in [9], [14]. In our previous work, we found that the epidemic threshold also depends on the spatial correlation coefficient between neighboring nodes [4]. These previous works, however, assume homogeneous infections rates and recovery rates. That is, the infection rates are assumed to be the same for all links in a network, whereas the recovery rates are equal for all nodes.

The actual infection rates and recovery rates are heterogeneous, as pointed out by [2], [16], [5] and evidenced by SARS [21], the Witty worm [18], and Plasmodium falciparum infection [19]. Buono et al. showed that heterogeneous infection rates lead to the slow epidemic extinction [2]. Chen et al. discovered that the heterogeneity in scanning rates slows down worm propagation in the Internet [5]. Qu et al. considered different probability distributions for infection rates and found that the heterogeneity of infection rates on average retards the virus spreading [16]. These previous works on heterogeneous rates have been focused on the transient behavior of an epidemic. The impact of both heterogeneous infection rates and heterogeneous recovery rates on the epidemic threshold has not been studied systematically yet.

The goal of this work is to explore the effect of the heterogeneity in both infection rates and recovery rates on the epidemic threshold. Although we focus on the classic
SIS model, our analysis can be well applied to other epidemiological models. We use the probabilistic method and the Jensen’s inequality to study the impact of heterogeneous rates. Specifically, we treat an infection rate or a recovery rate as a random variable and analyze the effect of randomness on the epidemic threshold. The Jensen’s inequality helps compare the homogeneous case when all rates are the same and the heterogeneous case when rates can be different from each other. Furthermore, we apply the Taylor expansion to study the impact of the degree of the heterogeneity of rates on the epidemic threshold. Finally, we use simulations to verify our theoretical results, by finding the epidemic thresholds in three different networks (e.g., a lattice, a power-law topology, and a coauthorship network).

We summarize our discoveries and contributions in the following:

- We show analytically and empirically that it is statistically easier for an epidemic to survive with heterogeneous recovery rates than with homogeneous recovery rates. That is, the epidemic threshold is smaller when recovery rates are heterogeneous than when they are homogeneous. Moreover, as the degree of the heterogeneity of recovery rates gets higher, the epidemic threshold becomes smaller.
- Through both analysis and simulations, we find that heterogeneous infection rates have the opposite effect on the epidemic threshold from heterogeneous recovery rates. That is, the epidemic threshold is larger when infection rate are heterogeneous than when they are homogeneous. Moreover, the epidemic threshold becomes larger when the degree of the heterogeneity of infection rates is higher.

The remainder of this paper is structured as follows. Section II introduces the system model. Section III uses the probabilistic method to analyze the impact of heterogeneous infection rates and recovery rates on the epidemic threshold, and Section IV applies simulations to verify our theoretical results. Finally, Section V concludes this paper.

II. System Model

We use the notation $G(V, E)$ to denote a network, where $V$ is a set of nodes and $E$ is a set of links. The number of nodes is denoted by $|V|$, and similarly the number of links is $|E|$. Generally, a network can be categorized into two types: regular graphs and irregular graphs. In a regular graph, each node has the same number of neighbors. Typical regular graphs include a ring and a lattice [12]. In an irregular graph, different nodes can have a different number of neighbors. Representative synthesized irregular graphs include an ER random graph [8] and a BA power-law topology [1]. Most real topologies are irregular graphs. In this work, we consider both regular and synthesized irregular graphs, as well as real topologies. A network can also be divided into two categories: directed graphs and undirected graphs. In an undirected graph, if node $i$ connects to node $j$, then node $j$ also connects to node $i$. A directed graph does not have such a constraint. In this work, we use the undirected graph in our simulations. However, our theoretical analysis can be applied to both directed and undirected graphs.

The epidemic threshold provides a condition on which an epidemic can either die out or survive in a network. Specifically, we consider the classic susceptible-infected-susceptible (SIS) model. A node in a network can have two states: susceptible or infected. If node $i$ is susceptible at the current time, it can be infected by its infectious neighbor $j$ with a probability called the infection rate $\beta_{ji}$ ($0 < \beta_{ji} \leq 1$) at the next time step. Otherwise, node $i$ is infected and can be recovered to the susceptible state with a probability called the recovery rate $\delta_i$ ($0 < \delta_i \leq 1$) at the next time step. The epidemic threshold $\tau$ is defined as the condition that if $\left(\sum_{i,j\in E} \beta_{ji}/|E|\right)/\left(\sum_{i\in V} \delta_i/|V|\right) > \tau$, the epidemic survives and infects a non-zero number of nodes; otherwise, $\left(\sum_{i,j\in E} \beta_{ji}/|E|\right)/\left(\sum_{i\in V} \delta_i/|V|\right) < \tau$, the epidemic dies out. In the previous works [22], [3], [9], [14], [4], it has been assumed that all nodes have the same recovery rate, i.e., $\delta_i = \delta$, $\forall i \in V$, and all links have the same infection rate, i.e., $\beta_{ij} = \beta$, $\forall (i, j) \in E$. That is, the epidemic threshold is derived based on homogeneous infection rates and recovery rates. In this work, we assume that $\beta_{ij}$’s and $\delta_i$’s can be different in the network and study the impact of heterogeneous infection rates and recovery rates on the epidemic threshold.

III. Theoretical Analysis

In this section, we analytically show the impact of both heterogeneous recovery rates and heterogeneous infection rates on epidemic thresholds in networks.

A. Impact of Heterogeneous Recovery Rates

We assume that the recovery rate (or the death rate) $\delta_i$ ($\forall i \in V$) is a random variable with mean $\delta$ and variance $\sigma_d^2$ ($\sigma_d^2 \geq 0$). If $\sigma_d^2 = 0$, $\delta_i = \delta$, i.e., all nodes have the same recovery rate, which represents the case of homogeneous recovery rates. Otherwise, $\sigma_d^2 > 0$, which means that different nodes can have the different recovery rate and stands for the case of heterogeneous recovery rates. Assuming node $i$ is infected, we consider $T_d$ as the time that it takes for node $i$ to be recovered. Intuitively, if $T_d$ is larger, an epidemic is easier to survive, and thus the epidemic threshold is smaller. In a discrete-time system, given $\delta_i$, $T_d$ follows a geometric distribution, i.e.,

$$\Pr(T_d = k|\delta_i) = \delta_i (1-\delta_i)^{k-1}, \quad k = 1, 2, \ldots$$

which leads to

$$E[T_d|\delta_i] = \frac{1}{\delta_i}. \quad (2)$$

In the homogeneous case,

$$E[T_d^H] = \frac{1}{\delta}, \quad (3)$$

where $T_d^H$ denotes $T_d$ when $\sigma_d^2 = 0$.

In the heterogeneous case,

$$E[T_d] = E[E[T_d|\delta_i]] = E \left[ \frac{1}{\delta_i} \right]. \quad (4)$$
According to the Jensen’s inequality [17], since function \( f(x) = 1/x \) is a strictly convex function when \( x > 0 \) (i.e., \( f'(x) = -1/x^2 < 0 \) and \( f''(x) = 2/x^3 > 0 \)), we have
\[
E[T_d] = E \left[ \frac{1}{\delta_i} \right] \geq \frac{1}{E[\delta_i]} = \frac{1}{\delta} = E \left[ T_d^{\delta} \right],
\]
where the equality holds if and only if \( \sigma_2 = 0 \). Equation (5) shows that it takes a longer time for node \( i \) to be recovered in a heterogeneous case than in a homogeneous case, which leads to the following theorem.

**Theorem 1:** If the recovery rates \( \delta_i \)'s are i.i.d. random variables with mean \( \delta \) and variance \( \sigma_2^2 \), then the epidemic threshold is smaller when \( \sigma_2^2 > 0 \) than when \( \sigma_2^2 = 0 \). That is, statistically the epidemic can be easier to survive with heterogeneous recovery rates than with homogeneous recovery rates.

Intuitively, in a network, when some nodes are infected and are with different recovery rates, the time for all these nodes to be recovered depends strongly on the node with the smallest recovery rate, which is less than the average of recovery rates. Therefore, in such a network, the epidemic is more difficult to die out.

Would the epidemic threshold be smaller when variance \( \sigma_2^2 \) is larger? To answer this question, we consider function \( f(x) = 1/x \) and express it using the Taylor expansion at point \( a \):
\[
\begin{align*}
    f(x) &= \frac{1}{a} + f'(a)(x-a) + \frac{1}{2}f''(a)(x-a)^2 + H \\
    &= \frac{1}{a} - \frac{x-a}{a^2} + \frac{(x-a)^2}{a^3} + H,
\end{align*}
\]
where \( H \) contains the higher-order terms of \( (x-a) \) and can be ignored. Set \( x = \delta_i \) and \( a = E[\delta_i] = \delta \). Then, we have
\[
\frac{1}{\delta_i} \approx \frac{1}{\delta} - \frac{\delta_i - \delta}{\delta^2} + \frac{(\delta_i - \delta)^2}{\delta^3}.
\]
Taking the expectation on both sides of the above equation, we find
\[
E \left[ \frac{1}{\delta_i} \right] \approx \frac{1}{\delta} + \frac{E[(\delta_i - \delta)^2]}{\delta^3} = \frac{1}{\delta} \left( 1 + \frac{\sigma_2^2}{\delta^2} \right).
\]
Using \( E[T_d^{\delta}] \) in Equation (3) and \( E[T_d] \) in Equation (4), we have
\[
E[T_d] \approx E \left[ T_d^{\delta} \right] \left( 1 + \frac{\sigma_2^2}{\delta^2} \right).
\]
From the above equation, we can see that when variance \( \sigma_2^2 \) increases, \( E[T_d] \) also increases, which leads to a smaller epidemic threshold. Therefore, we have the following conjecture.

**Conjecture 1:** When \( \sigma_2^2 \) is larger, the epidemic threshold becomes smaller. That is, it is statistically easier for the epidemic to survive with a higher degree of the heterogeneity in recovery rates.

### B. Impact of Heterogeneous Infection Rates

Next, we consider the impact of heterogeneous infection rates on the epidemic threshold in a discrete-time system. We assume that the infection rate (or the birth rate) \( \beta_{ij} (\forall (i,j) \in E) \) is a random variable with mean \( \beta \) and variance \( \sigma_b^2 (\sigma_b^2 > 0). \) \( \sigma_b^2 = 0 \) represents the case of homogeneous infection rates, whereas \( \sigma_b^2 > 0 \) reflects the case of heterogeneous infection rates. We assume that node \( i \) is currently infected and will be recovered after \( t \) time steps. Note that \( t = 1 \) means that node \( i \) is recovered after only one time step and thus \( \delta_i = 1, \) so here we ignore such a corner case. Suppose that node \( i \) has \( m \) susceptible neighbors. We want to derive how many neighbors will be infected by node \( i \) during \( t \) time steps. Intuitively, if node \( i \) infects a fewer number of susceptible neighbors during \( t \) time steps, an epidemic is more difficult to survive, and thus the epidemic threshold is larger. We use the notation \( N_i \) to denote a set of susceptible neighbors of node \( i, \) and thus \( |N_i| = m. \)

Let \( X_j \) be an indicator as follows:
\[
X_j = \begin{cases} 
1, & \text{neighbor } j \text{ is infected by node } i \text{ during } t \text{ time steps;} \\
0, & \text{otherwise.}
\end{cases}
\]

Since for each time step node \( i \) can infect its susceptible neighbor \( j \) with probability \( \beta_{ij}, \) node \( i \) will not infect neighbor \( j \) during \( t \) time steps with the probability \((1 - \beta_{ij})^t. \) That is, given \( \beta_{ij}, \) neighbor \( j \) can be compromised by node \( i \) during \( t \) time steps with the probability
\[
\Pr(X_j = 1| \beta_{ij}) = E[X_j| \beta_{ij}] = 1 - (1 - \beta_{ij})^t.
\]

Let \( K \) denote the (random) number of neighbors of node \( i \) that are infected during \( t \) time steps, i.e.,
\[
K = \sum_{j \in N_i} X_j.
\]

Given \( \beta_{ij} \)’s, the average number of neighbors of node \( i \) that are infected during \( t \) time steps is
\[
E[K| \beta_{ij}'s] = \sum_{j \in N_i} E[X_j| \beta_{ij}] = m - \sum_{j \in N_i} (1 - \beta_{ij})^t.
\]

In the homogeneous case,
\[
E[K^H] = m - m(1 - \beta)^t,
\]
where \( K^H \) denotes \( K \) when \( \sigma_b^2 = 0. \)

In the heterogeneous case,
\[
E[K] = E[E[K| \beta_{ij}'s]] = m - \sum_{j \in N_i} E[(1 - \beta_{ij})^t].
\]

According to the Jensen’s inequality [17], since function \( f(x) = (1 - x)^t \) is a strictly convex function when \( t \geq 2 \) and \( 0 < x < 1 \) (i.e., \( f'(x) = -t(1 - x)^{t-1} < 0 \) and \( f''(x) = t(t-1)(1 - x)^{t-2} > 0 \)), we have
\[
\sum_{j \in N_i} E[(1 - \beta_{ij})^t] \geq \sum_{j \in N_i} (1 - E[\beta_{ij}])^t.
\]
where the equality holds if and only if $\sigma_b^2 = 0$. That is,

$$E[K] \leq E[K^H].$$

(19)

Equation (19) shows that on average an epidemic infects a fewer number of susceptible neighbors in a heterogeneous case than in a homogeneous case, which leads to the following theorem.

**Theorem 2:** If the infection rates $\beta_{ij}$’s are i.i.d. random variables with mean $\beta$ and variance $\sigma_b^2$, then the epidemic threshold is larger when $\sigma_b^2 > 0$ than when $\sigma_b^2 = 0$. That is, statistically it is more difficult for an epidemic to survive with a higher degree of the heterogeneity in infection rates.

To study the impact of the degree of the heterogeneity of infection rates on the epidemic threshold, we consider function $f(x) = (1 - x)^t$ where $t \geq 2$ and $0 < x < 1$, and express it using the Taylor expansion at point $a$:

$$f(x) = (1 - a)^t + f'(a)(x - a) + \frac{1}{2} f''(a)(x - a)^2 + H,$$

(20)

where $H$ contains the higher-order terms of $(x - a)$ and can be ignored. Set $x = \beta_{ij}$ and $a = E[\beta_{ij}] = \beta$. Note that $f'(a) = -t(1-a)^{t-1}$ and $f''(a) = t(t-1)(1-a)^{t-2}$. Then, we have

$$(1 - \beta_{ij})^t \approx (1 - \beta)^t - t(1-\beta)^{t-1}(\beta_{ij} - \beta) + \frac{t(t-1)}{2}(1-\beta)^{t-2}(\beta_{ij} - \beta)^2.$$  (21)

Taking the expectation on both sides of the above equation, we find

$$E[(1 - \beta_{ij})^t] \approx (1 - \beta)^t - \frac{t(t-1)}{2}(1-\beta)^{t-2}\sigma_b^2.$$  (22)

Using $E[K^H]$ in Equation (16) and $E[K]$ in Equation (17), we have

$$E[K] \approx E[K^H] - \frac{m}{2}t(t-1)(1-\beta)^{t-2}\sigma_b^2.$$  (23)

From the above equation, we can see that when variance $\sigma_b^2$ increases, $E[K]$ decreases, which leads to a larger epidemic threshold. Therefore, we have the following conjecture.

**Conjecture 2:** When $\sigma_b^2$ is larger, the epidemic threshold becomes larger. That is, it is statistically more difficult for an epidemic to survive with a higher degree of the heterogeneity in infection rates.

**IV. SIMULATION VERIFICATION**

In this section, we apply simulations to verify our theoretical analysis about the impact of heterogeneous infection rates and recovery rates on epidemic thresholds in networks.

**A. Simulation Setup**

We simulate the spread of an epidemic in a network by following the SIS model. Specifically, if node $i$ is infected at time $t$ ($t \geq 0$), it will recover with the probability $\delta_i$ or remain in the infected state with the probability $1 - \delta_i$ at time $t + 1$. Otherwise, if node $i$ is susceptible at time $t$, it can be infected by its infectious neighbor $j$ with the probability $\beta_{ji}$ at time $t + 1$. Here, the probabilities are obtained through a random number generator. For each scenario, we carry out 100 independent runs to find the mean and the variance of the epidemic threshold. At the beginning of each simulation run (i.e., $t = 0$), we randomly select half of nodes to be infected, and assign an infection rate to a link (or a recovery rate to a node) according to the probability distribution of infection rates (or recovery rates). Moreover, we simulate each run long enough so that the epidemic reaches the steady state.

To generate the heterogeneous infection rates or the heterogeneous recovery rates, we consider a simple two-rate case. Taking the case of heterogeneous infection rates as an example, we assume that in a network 50% of links are associated with the infection rate $\beta_1$ and the other 50% of links have the infection rate $\beta_2$. Thus, the average of infection rates is $\beta = (\beta_1 + \beta_2)/2$, and the variance of infection rates is $\sigma_b^2 = (\beta_2 - \beta_1)^2/4$. In our simulations, we show how the epidemic threshold varies with the variance of infection rates (or recovery rates).

To find the epidemic threshold, we apply the binary search algorithm. Using the heterogeneous infection rates as an example, we show our binary search method for the epidemic threshold in a simulation run in Algorithm 1.

**Algorithm 1 Finding the epidemic threshold $\tau$ for heterogeneous infection rates**

**Input:** $\beta_1$, $\beta_2$

**Output:** $\tau$

Set $\delta_{\text{low}} = 0$ and $\delta_{\text{high}} = 1$

while $(\delta_{\text{high}} - \delta_{\text{low}}) > 0.01 * \delta_{\text{low}}$ do

$\delta = (\delta_{\text{high}} + \delta_{\text{low}})/2$

Simulate epidemic spread using $\beta_1$, $\beta_2$, and $\delta$

Calculate $T_f$: the average of the number of final infections over 100 runs

if $T_f > 0$ then

$\delta_{\text{low}} = \delta$

else

$\delta_{\text{high}} = \delta$

end if

end while

$\tau = (\beta_1 + \beta_2)/(2 * \delta_{\text{high}})$

In our simulations, we consider three representative networks: a lattice [12] that is a regular graph, a BA power-law topology generated by BRITE [23] that is a synthesized irregular graph, and a coauthorship network [24] that is a real topology. The lattice contains 2,500 nodes, whereas the power-law topology has 1,000 nodes. The coauthorship network is not connected, so we only consider the giant component that contains 379 nodes and 914 links.

Figure 1 shows the sample runs of epidemic spread in a power-law topology when infection rates are heterogeneous (i.e., $\beta_1 = 0.06$, $\beta_2 = 0.14$, and $\beta = 0.1$). That is, Figure 1 demonstrates the number of infected nodes over time when the recovery rate is assigned with different values (i.e., $\delta = 0.7$, 0.6, or 0.5). Note that we use the log scale for the y
axis. In each subfigure, the “mean” curve is the average over 100 simulation runs. The “5%” curve shows that the epidemic propagates no faster than this curve in 5 out of 100 runs. A similar definition is applied to other curves. It can be seen that when the recovery rate is large (i.e., $\delta = 0.7$), the ratio between $\beta$ and $\delta$ is below the epidemic threshold, and the epidemic dies out quickly in all 100 runs. When the ratio between $\beta$ and $\delta$ is around the epidemic threshold (i.e., $\delta = 0.6$), the epidemic still dies out, but with a much slower rate. When the ratio is above the threshold (i.e., $\delta = 0.5$), we can see that the epidemic survives in all 100 simulation runs and the average number of final infections is around 100.

### B. Impact of Heterogeneous Recovery Rates

We show in Figure 2 how the epidemic threshold (i.e., $\tau$) changes with the variance of recovery rates (i.e., $\sigma^2_\delta$) in three networks. In each subfigure, we use the circle and the errorbar to denote the average and the standard deviation of the epidemic thresholds among 100 runs. In all three networks, we set the average of recovery rates to 0.5 (i.e., $\delta = 0.5$). It can be seen that the epidemic threshold is smaller when $\sigma^2_\delta > 0$ than when $\sigma^2_\delta = 0$, which verifies Theorem 1. Moreover, the epidemic threshold decreases when $\sigma^2_\delta$ increases. That is, it is easier for an epidemic to survive when $\sigma^2_\delta$ becomes larger, which confirms Conjecture 1. Furthermore, the small value of the standard deviation of the epidemic threshold indicates that all 100 simulation runs converge to the similar results.

An interesting observation from Figure 2 is that the relationship between the epidemic threshold and the variance of recovery rates seems linear, and the absolute value of the slope of the line is close to $(1/\delta)^2$ times of the epidemic threshold for the case of $\sigma^2_\delta = 0$. That is,

$$\tau \approx -\frac{1}{\delta} \frac{1}{\sigma^2_\delta} \rho_0 \sigma^2_\delta + \rho_0,$$

where $\rho_0$ is the epidemic threshold for the case of homogenous recovery rates.

### C. Impact of Heterogeneous Infection Rates

We plot simulation results in Figure 3 when infection rates are either homogeneous (i.e., $\sigma^2_\beta = 0$) or heterogeneous (i.e., $\sigma^2_\beta > 0$). According to [22], [3], [9], [14], [4], the epidemic threshold in the homogeneous case is about $1/\lambda_{max}(A)$, where $\lambda_{max}(A)$ is the largest eigenvalue of the adjacency matrix $A$ of the network. To avoid the case that the infection rates are too large so that death rates are all 1, we choose the average of infection rates to be around $1/\lambda_{max}(A)$. Specifically, we use 0.25 as the average of infection rates for the lattice, whereas this value is set to 0.1 for both the power-law topology and the coauthorship network.
It can be seen from Figure 3 that in all three networks, the epidemic threshold is larger when \( \sigma^2_i > 0 \) than when \( \sigma^2_i = 0 \), which verifies Theorem 2. Moreover, when \( \sigma^2_i \) increases, the epidemic threshold also increases, which confirms Conjecture 2. Furthermore, compared with the case of heterogeneous recovery rates, heterogeneous infection rates lead to a much larger standard deviation of the epidemic threshold, especially when \( \sigma^2_i \) becomes large. This indicates that when the variance of infection rates is large, 100 simulation runs may show different epidemic thresholds.

V. CONCLUSIONS

In this work, we have shown analytically the impact of heterogeneous infection rates and recovery rates on epidemic threshold. Specifically, we have found that the heterogeneous infection rates lead to a larger epidemic threshold, whereas the heterogeneous recovery rates result in a smaller epidemic threshold. Moreover, a higher degree of the heterogeneity in infection rates (or recovery rates) leads to the larger (or smaller) epidemic threshold. Our analytical results are verified by simulations.

As our on-going work, we plan to derive a closed-form expression for the epidemic threshold when infection rates and recovery rates are heterogeneous.
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